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What's In this talk

- » KEKB Status
KEKB ring and its status

KEKB control system Status

Operation statistics
Upgrade/improvement

Future Plans

» KEK-JAERI Joint Project ( formally known as JHF)

» Training session in Shanghai
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KEKB Status:
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KEKB control system status

application server
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Statistics:10C

~ EPICS Records

Total 242,597records on 94 I0Cs [was 208,716 records on 90 I0Cs]
Max. 25,147 records on IOCMGDO06
Average 2,788.5 records [was 2,319]

Memory Usage on IOCs

Allocated memory max. 48,149 KB(was 54,429 KB)
Allocated memory min. 1,324 KB(was 1,309 KB)
Allocated memory ave. 12,142 KB (4,594 KB)
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EPICS related tools

Base

CAPFAST + e2db + dbLoadTemplate
medm.2.4.x, dm2k
StripTool/striptool

AR_cmd

probe

» ORACLE
» SAD/Tk

» Python/Tk
» TcliTk
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Statistics: Host Computers
and Network

CPU load

Load average 4-6 ( was 15-20)
Users 160

Processes 900

Network Load
around 2000 Packets/sec @ FDDI interface of a HP-UX host
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Statistics:Software

Applications and Operator Display

SAD

medm

python

misc

Total

In Top level
Applications

141

74

42

263
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Changes:HW

- No Major change in HW

ARCNET HUB
It enhanced stability of ARCNET operation(reduced number of

automatic network reconfiguration)

Additional WS and Storage for Operation

Current WS in Control/Operation

1 HP-UX WS
ORACLE
EPICS development
Operator interface
3 Digital Unix WS and 3 Linux WS
Operator interface

Most optics related calculation
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Configuration of Magnet

Sync. Start Signal

ARCNET Interface board

4 ch. / boards

Rl JI.— Contrel board
Power
Supply
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— —_——
: H max. 20 nodes
. o Twisted pair Cables
ARCNET 1 pair
Local Control —-e——s=— Power Supply Sync. Start Signal 1 pair
Room Station
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ARCNET HUB

More than 14 (max. 20) Power Supplies connected in 1 ARCNET line

‘ lele A
ARCNET (driven by RS485 differential driver)

HUB
‘ I0C !
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ARCNET HUB @ Work
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ARCNET --- Magnet Power
Supply Control

ARCNET HUBs were introduced for more stable operation.

Installation of HUBs
» A “HUB Box” contains 3 HUBs
» 33 HUB Boxes were installed for 97 ARCNET lines

(mainly for the steering magnet power supplies)

Number of ARCNET reconfiguration (by lost token)

» Without HUBs :102 times / day / 1 ARCNET line (worst case)
(ARCNET reconfiguration does not mean loss of
communication.)

» With HUBs :No reconfiguration observed
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Changes:HW

- No Major change in HW
ARCNET HUB
Additional WS and Storage for Operation

Current WS in Control/Operation

1 HP-UX WS
ORACLE
EPICS development
Operator interface
3 Digital Unix WS and 1 Linux WS
Operator interface

Most optics related calculation
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Exa s of New/Improved

gnuplot
300 . ; : tplot plot splot
ar_westh_life
ar_westh_cur ¥ axis
ar_westh_life
250 | ar_westh_eur

¢

a '

Bl Fle Edit Wndow 02/10/2000 00:20:28  Help «
current Fill | Previous Fll 100 _
Current Fill Information Display add | clear | craw graph
Fill #: 526 Csl Lum (10* cm~2s71): Time Offset (secs): 1} Set -
(Efpei 7 Csl Peak Lum (10 em~is™): Ave. Plot V. Range: 10 Set e
Run #: 182 Csl Fill Integ. Lum (ph~'): | ¥ linear log
Belle HV: Csl Day Integ. Lum (pb~'}: s min [~ mae |7
Tangent Plot Averaging Plot 5
o Z e T S I S N A I WA ! select fle | st
Current Fill Current Fill 05/25 05/25 05/25 05/25 05/25 05726 05/26 05/26 05726
na.nin 15.n A5 T8N >Tin an-in na.an nEn nan ! ;
Optimum cutoff time: twe oS - @ Quit
blue peakf/blue-red crossing or
Optimum cutoff time: green peakigreen-red crossing,
at tangent point - whichever comes first.
oF T T ™ f T T T T
n
'Tw'\ﬁ
5 & 17
= L i = =}
=~ 1.5 En 5
-g_ o =3 Q Key Macro Locate Movel Options Properties QC/ERC! Redrawl Select Text Undol View Wire Zoom Di
= o = e
s g o =
3 L B =] 3
. =g —_—
= =42 =
g gL o 1 %
7 25 3
{1 - =
2 ol 8
wY o 4«
oz =
o
o- . w
S
| | | 1 s L 1 1 | | Il D-I-I
0 2000 4000 6000 1000 2000 3000 4000 5000 6000 .
Seconds from end of previous fill Seconds from end of previous fill

Hard Copy

=
[=
B4D
B
B4
=
[=
=
B

iting: Blvxiset Align:T6 A0 Grid:s2

EPICS collaboration meeting May 17, 2000




FPGA on ARCNET driver board

~ Update FPGA program on ARCNET driver board

The bug in the program prevents us from the operation of 8
ARCNET driver boards in the same I10C.

Detailed analysis of signals on VME bus using an oscilloscope was

needed to identify the source of the problem.
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ARCNET driver: VME bus signal

"Normal" Signal Abnormal Signal

TR G

M 250ns
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"Corrupt cmd in msg 5" in CA

In some situation, "Corrupt cmd in msg 5" appears on
IOC log. When CA software outputs this message, it

also consume small chunk of main memories on I0C
and will not release it until IOC crashes.

It was found that one of network equipments
responds to the CA name resolution(CA search)
packet.

Solution of this is to reboot One particular Terminal

server on the net.
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|OC reboots
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|OC status monitor

server

+ Monitors VxWorks status using devVXStats.c
+ Timestamp record processed every second
+ RAS board support
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10C STATUS | E:) Quit
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Sync. operation of Magnet

+ Once ramp pattern is set to the each MG-PS

controller, trriger pulse is sent to the PS to start PS

ramp in synchronized way.

+ Before setting the new value, the application(on WS)
should get the semaphore for the modification of
magnet setting and the trigger signal generation.

+ Need Lock/Modify/commit/Unlock mechanism.

SyncSetServer (on Unix WS in Python + a few records on I0C)

Network Semaphore (on VxWorks)
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SAD Application Example
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ARR.py/ ARR_plot.py
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JAERI-KER Joint project

W/ T 1/ '~ LI [ T arnarn~ L1~ TP Fam~rilhihyw,\ mrainnnantd TALCDI'~
» KEK'S JHF (Japane Hadron Facllity) project and JAERI'S

NSP(Neutron Science Project )

» It Is a High-Intensity Proton Accelerator.

» This project have not been approved yet

» 60-MeV LINAC is now under construction at the KEK site
» More info. on JAERI-KEK joint project can be found at

http://www.jaeri.go.jp/english/press/990528/index.html
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JAERI-KEK

G 60 MeV Linac (KEK) )%

Control

The construction of the
LINAC building was
completed in April, 2000,

LEBT MEBT

@ DTL1}IDTL2}|DTL3 SDTL1/2

IMeV 60MeV 200MeV

Muay-17-2000 J.Chiba (KEK)
EPICS co



Joint project Accelerator Plan

Super conducting linac (400 — 600 MeV)

400 MeV conducting

1 GeV superconducting linac (Phase 2) .
linac

Meutrino experimental Tacility

# Transmutation experimental facility

Phazel: Basic tests
2 58 e Phase2: Engineering tests

Storage ring or synchrotron ’ R St

{Phase 2) ;

3 GeV synchrotron

Particle and
nuclear physics

experimental facility 20 GeV synchrotron

Meutron scattening experimental facility

Muon and upstable nuclear physics experimental facilities

Phasel: 1 MW

Phase2: 5 MW | 100 m
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Present Status in the World
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EPICS seminar in Shanghai

EPICS collabor




Participants

o B ]

30 from China (SSRC, NSRL and IHEP)
1 from Korea (POSTECH)

1 from Tahiland (NSRC)

6 from JAPAN
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Time Table

EPICS Seminar in Shanghai

Monday, 8/28 Tuesday, 8/29 B eanesday: | Thursday, 8/31 Friday, 9/1
on Acceleratar ERICS manager tasks Databasze Seqguencer and SML Fortahle G4
Control systems,  |(hy M. ¥Yamamoto) Fractice (Intro) |by T. Makamura Server
9-00 by T. Katah by T, by, k.
Makamura Furukawa
EPICS Overview Database
(part=11 Practice
by M. Yamamoto
|Eireak |Eireak |Eireak |Eireak
I:EF'ICS II:{J\.fer\.fiew High Lewvel Application Sequencer and SKL Paortable G4
10:30 - part-2 Cevelopment tools i .
by MN.%¥amamoto by M, Yamamoto Practice SEMTER L)
11:45-13:00 Lunch Lunch Lunch Lunch LLunch
EPICS system EPICS Database Ca Client Record/Device/Driver  |Channel
13-00 - example: KEKB by T. Mamamura Lecture Support (lecture) Srchiver
: by T.Makamura by, K. by, J.-l. Gdagivi by [,
Furukawa Yamamoto
Break Break
|Eireak Break Break Recur_’deeuiceﬁDriuer 278
Dizplay Manager [1QC application C& Client Preziice
14-45- Overview development/Debugging  |Practice
fincl, short +
practice) Practice
by M. Yamamoto  |by. .-l Gdagiri
16:30
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